
�%t. Unfortunately, this consistency condition is not
suf� cient to ensure convergence because the cumulative sum of
local errors may grow exponentially. However, this exponential
growth cannot happen if the numerical method is stable. In light
of this, Hackbusch(2014) concludes that“whether consistency
implies convergence depends on stability.” Stability analysis is
employed to provide additional requirements to numerical
methods(e.g., a limited step-size). However, these particular
stability requirements are problem-dependent and often dif� cult
to be determined.

This paper aims to give a deeper analysis on stability
conditions, when facing the numerical integration of
Equation (1). Section2 focuses on the propagation matrix
and on its eigenvalues. Section3 presents the stability analysis
of Runge–Kutta methods. Particular attention is paid to the
assumptions and the limitations of this analysis, emphasizing
their relevance in the formal solution for polarized light.
Section4 analyzes the effect of the conversion to optical depth
on numerical stability, while Section5 exposes the numerical
approximation of this conversion. Section6 describes the
structure of a pragmatic numerical method for the numerical
integration of Equation(1). Section7 presents complementary
considerations on this topic. Finally, Section8 provides
remarks and conclusions.

2. The Propagation Matrix

The propagation matrixK that appears in Equation(1) can
be written in the form(Landi Degl’ Innocenti & Landol� 2004)

� I � I � I � I
� I � I � S � S
� I � S � I � S
� I � S � S � I

��
��

��
��

�

�

�
�
��

�

�

�
�
��

( )K , 2

I Q U V

Q I V U

U V I Q

V U Q I

where the seven independent coef� cients are, in general,
functions of the frequency, propagation direction, and of a
series of physical parameters describing the atmosphere. The
matrixK can be decomposed into three different contributions,
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The � rst matrix is called the absorption matrix, it is diagonal,
and it is responsible for the usual exponential decay of the
whole Stokes vector. The second matrix is called the dichroism
matrix, it is symmetric, and it is responsible for dichroism
effects, i.e., the property of absorbing light to different extents
depending on the polarization states. The third matrix is called
the dispersion matrix, it is skew-symmetric, and it describes the
coupling of the Stokes components due to anomalous
dispersion effects.

The propagation matrix coef� cients consist, in general, of two
different kinds of contributions: continuum processes(due to
bound–free and free–free transitions) and spectral lines(due to
bound–bound transitions). In solar context, continuum processes
do not introduce dichroism or anomalous dispersion effects.

This section describes the propagation matrix coef� cients for
an isolated spectral line originating from the atomic transition
between two levels with total angular momentumJu (upper
level) and J� (lower level), respectively. EachJ-level is
composed of ��J2 1 magnetic sublevels, which are degenerate
in the absence of magnetic� elds and are characterized by the
magnetic quantum numberM ( � � � � � � � � � yM J J J, 1, , ). The
magnetic � eld removes the degeneracy among the various
sublevels(Zeeman effect), inducing energy splitting, that is,

n�% ��E gM,L

wherenL is the Larmor frequency andg is the Landé factor.
The spectral line takes into account the contribution of all the
allowed transitions connecting an upper sublevel( )J Mu u and a
lower sublevel( )J M� � . Atomic polarization is neglected.

Coming back to the matrixK , the total absorption coef� cient
hI can be written as

h f� � � �k k ,I c IL

wherekc is the local continuum absorption coef� cient,kL is the
(frequency integrated) line absorption coef� cient, andfI is the
intensity absorption pro� le. Note thathI can always be assumed
to be positive.4 The dichroism coef� cients and the anomalous
dispersion coef� cients read

h f r y� � � �k k, ,i i i iL L

respectively, where��i Q U V, , . When the orientation of the
magnetic� eld B with respect to the line of sight is described

with the inclination angleθ and the azimuth angleχ (as in
Figure1), one has
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In the observer’s frame, the explicit expressions of the
absorption pro� lesfq and the dispersion pro� lesyq (q=−1,
0, 1) read, respectively,

�œf
p

w�� ( ) ( ) ( )S M M H a,
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where ( )S M M,q
J J

� u
� u is the relative strength of the Zeeman

componentq connecting the upper sublevel( )J Mu u and the
lower sublevel( )J M� � . Using Wigner 3-j symbols, its explicit
expression is given by
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The functionsH and L appearing in Formulas(4) and (5)
correspond to the Voigt and Faraday–Voigt pro� les de� ned by
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Figure 1. Anglesθ andχ specify the direction of the magnetic� eld B with
respect to the coordinate system of the line of sights. The Stokes componentQ
is de� ned as the intensity difference of the linearly polarized light in the two
orthogonal axese1 ande2 in the plane perpendicular to the light beam.

4 Stimulated emission(which enterskL) is capable of producing an inversion
of populations between two atomic levels. This could lead to a negative total
absorption coef� cient that yields an ampli� cation of the radiation during the
propagation. This phenomenon, which is at the basis of the devices such as
lasers and masers, is completely negligible in solar applications and is not
considered in this work.
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respectively. Denoting withgu and g� the Landé factors
associated to the upper and lower levels, respectively, the
quantityω is de� ned as

w � � � � � � � �( )v v v g M g M ,B u u � �A

where the reduced frequencyv is de� ned by
n n

n
��

��
�%

v ,0

D

with ν andn0 being the frequency under consideration and line-
center frequency, respectively. The Doppler width of the line
n�% D is given by

n
n

�% ��
w
c

D
0 T

wherewT denotes the random velocity of the atoms due to
thermal and microturbulent motions, andc is the speed of light.
The quantity

��v
w
w

,A
A

T

is the normalized frequency shift due to a bulk motion of
velocity wA in the medium. The normalized Zeeman splitting
vB is given by

n
n

��
�%

v B
L

D

The damping constanta is given by

n
��

�(
�%

a ,
D

where� takes into account the natural width of the line�(n (due
to the � nite life-time of the upper and lower level) and the
collisional width �(c (due to collisions of the atom under
consideration with other atoms and ions in the plasma) and it
reads

�( � � � ( � � � (.n c

2.1. Eigenvalues of the Propagation Matrix

Let

�I �Sh h h r r r� � � �( ) ( ), , and , ,Q U V
T

Q U V
T

denote the dichroism and the anomalous dispersion vectors,
respectively. The four eigenvalues of the propagation matrixK
read(Landi Degl’ Innocenti & Landol� 2004)
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The module of the dichroism vector satis� es

�-h h ( ), 7I

but no similar relation holds forρ. The comprehension of these
expressions is facilitated by Table1, where the factors�- �� and
�- �� are given for certain special cases. Note that�- �� and�- �� do
not depend on the azimuth angleχ of the magnetic� eld vector
and they always assume real positive values limited by

� - � - � - � -h r� - � -� � � �( )0 , 0 . 8

The combination of conditions(7) and(8) guarantees that the
real part of the eigenvalues in Equation(6) is always positive.
Therefore, the spectral radius( )r K of the propagation matrixK
satis� es

�-h h h h� � � � � - � � � -�� ��( ) · { } ( )r K max 1 , 1 . 9I I I I
2 2

Finally, knowing if the propagation matrixK is diagonalizable
is relevant information, because stability analysis is notably
simpler in this case. Ifη=0 or ρ=0, the propagation matrix
is normal(see AppendixA) and, consequently, diagonalizable
in �� . If � I � S�v· 0, then both� - � ��� 0 and� - � ��� 0. This implies
that K has four distinct eigenvalues and can be thus
diagonalized in�� . On the other hand, if� I � S�? and neither
η=0 nor ρ=0, K may not be diagonalizable because its
eigenvalues are not distinct(see Table1).

3. Stability Analysis

Performing stability analysis of numerical methods for
ODEs is often quite involved. A gentle introduction to stability
analysis of numerical methods for ODEs can be found in
Higham & Trefethen(1993).

This section is dedicated to the study of the stability
properties of Runge–Kutta methods applied to Equation(1). In
this equation, the Stokes vectorI is the only quantity that can
propagate or amplify errors introduced in previous steps.
Consequently, the emission term�‹ can be omitted in the
stability analysis, because it does not explicitly depend onI .

Moreover, Equation(1) is linear in the variableI and the
propagation matrixK depends on the space variables. In this
case, it is common to analyze the dynamics of the system
assuming thatK is constant around each positions0 of interest.
Denoting by � � � � ( )sA K 0 the propagation matrix with
“frozen” coef� cients, one easily performs the stability analysis

Table 1
Factors�- �� and�- �� for Different Values of� and�

Special Cases �- �� �- ��

h r� � � �0 0 0
r �� 0 η 0
h �� 0 0 ρ

� I � S�& η ρ

� I � S�? andh r�� 0 0
� I � S�? andh r�� h r��2 2 0

� I � S�? andr h�� 0 r h��2 2
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use�: L to guarantee the correct exponential attenuation of the
Stokes vector. Otherwise,(ii ) the method�: E is used whenever
stable(to reduce computational cost), and (iii ) if �: E is not
stable, one uses�: A with the optional conversion to optical
depth if �: A loses stability due to the variations of the
eigenvalues in the interval ��[ ]s s,i i 1 .

For example, this strategy can be implemented using Heun’s
method(which is also known as the explicit trapezoidal rule
and has order 2) as�: E, the implicit trapezoidal rule(which also
has order 2) as�: A, and the implicit Euler method(which has
order 1) as�: L. These methods employK and�‹ at grid points
only, avoiding the use of interpolated off-grid points’
quantities. Computing the eigenvalues ofK at a points is
roughly one-third as expensive9 as one step of�: E, whereas�: A

is roughly twice as expensive as�: E. The implicit Euler method
is less expensive than�: A, but more than�: E. A second-order
L-stable method would be at least as expensive as�: A, but since
L-stability is only required when large exponential attenuations
are present, one can opt for a lower-order scheme.

To assess the stability of Heun’s method�: E, one should
verify that

f
l l l l

� � � � � %
� � � � � %

���:
� � � �� �

( ) ( ) ( ) ( )
s

s s s s s
1

2
1.i i i i1 1

E

However, it is worth distinguishing the cases whenf�:� �E is
close to 1: ifl�%s is close to 0,�: E can be trusted; however, if
l�%s is close to the boundary of the stability domain away from
0, it is advisable to switch to�: A, because�: E may suffer from
instability. To verify the stability of�: A and decide whether to
opt for the conversion to optical depth, one can repeat the same
argument used for�: E but using Formula(18) instead off�: E.

A practical example is given by Figure3, which shows the
evolution of the approximate Stokes vector for the FeI line at
6301.50Å computed with a FALC atmospheric model(Fontenla
et al.1993) supplemented with a constant magnetic� eld.10 The
different rows refer to computational grids of increasing
re� nements and the approximate solution is calculated by the
pragmatic numerical scheme suggested above.

The method�: L is used if there is an eigenvalue whose real part
is �� � � � %s7 (at si or ��si 1). The method�: E is used iff ���: 0.6E

or if the real part of both eigenvalues(at si and ��si 1) is ���� ��10 3.
The method�: A is converted to optical depth iff ���:� � 0.8A .
These parameters should not be considered as an ultimate choice,
but they provide a concrete example. However, repeating the
experiments with similar choices of parameters delivers similar
results. The reference solution is computed using the implicit
Euler method on a grid that contains 9999 points.

The experiments show that the pragmatic strategy effectively
switches among the methods, delivering physically meaningful
approximations independently from the coarseness of the grid.
As predicted by the analysis, the use of�: L (purple dots)
decreases with the re� nement of the grid: it is replaced by
�: A(yellow and orange dots), which is in turn replaced by�: E

(blue dots). Table2 summarizes the use(in percentage) of �: E,
�: A (without and with conversion to optical depth), and�: L for

each grid. These values have been approximated to the second
digit.

Although not shown, one must point out that the use of�: L is
necessary in order to deal with the stiffness of optically thick
cells. This is partly visible in the fourth row, whereU shows
overshoots. A similar numerical experiment based on�: E

and �: A only presents oscillations in the spatial region
� � � q � q[ ]0.12 10 , 2.5 105 5 if the grid is too coarse.

For comparison, Figure4 shows the numerical evolution of
the Stokes vector when this is computed, relying solely on�: E.
With 140 points, this numerical solution is completely spurious
because of numerical instability. With 200 points, the result is
physically correct only after a certain depth. In particular, in the
depth region � � � q � q[ ]0.12 10 , 2.5 105 5 , this numerical solu-
tion oscillates wildly and the relative error with respect to the
reference solution is of the order of 106.

Finally, using the bound(9) on the spectral radius instead of
computing the eigenvalues to decide which method to employ
delivers similar results and is computationally(slightly) cheaper.

7. Supplemental Remarks

This section provides two additional considerations con-
cerning the stability of the formal solution of the polarized
radiative transfer.

7.1. Stability of DELO Methods

DELO methods belong to the class of exponential
integrators: aiming at removing stiffness from the problem,
the DELO strategy analytically integrates the diagonal elements
of the propagation matrix(Guderley & Hsu1972). Rees et al.
(1989) � rst proposed the application of this technique to
Equation (1), which has been very successful thanks to its
stability properties. For this reason, the DELO strategy has
since been chosen to develop higher-order methods: e.g., the
DELO-parabolic(Murphy 1990; Janett et al.2017a) and the
DELO-Bézier (De la Cruz Rodríguez & Piskunov2013)
methods. DELO methods are currently widespread for the
numerical evaluation of Equation(1).

The DELO strategy relies on the spatial scale conversion
given by Equation(22) (which potentially introduces numerical
errors) and it deals with the modi� ed propagation matrix
K h� � � �K 1I , where1 represents the 4×4 identity matrix.
The stability functions of the DELO-linear and the DELO-
parabolic methods satisfy condition(15). When the norm of the
matrix K tends to zero(e.g., for a diagonal matrixK ), DELO
methods tend toA-stability(Janett et al.2017a) and, consequently,
to L-stability. This fact explains the usual good performance of the
DELO-linear method when dealing with very coarse grids and
suggests its suitability as theL-stable method�: L in the pragmatic
formal solver described in the previous section.

7.2. Oscillations in the Evolution Operator

Here, a preliminary remark is required. When presenting the
fourth-orderA-stable cubic Hermitian method, Bellot Rubio
et al.(1998) points to the improper sampling of the oscillations
in the evolution operator elements as a reason for instability
and inaccuracy. In particular, they investigate the case of strong
lines, where the cubic Hermitian method� agrantly fails to
reliably reproduce the emergentQ and U Stokes components
when dealing with coarse spatial grids. In light of the stability
analysis of Section3, some considerations can be done.

9 This fraction decreases if Heun’s method is replaced by a higher-order
explicit Runge–Kutta scheme, because the latter inevitably requires the
computation of more stages.
10 The values ofK and �‹ have been computed with the RH code of
Uitenbroek(2001).
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